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Abstract

This paper presents the approach of the KsLab NUT
team in the TREC VID 2020[1] VTT Task. We pro-
pose a method that focuses on reducing the processing
time. By extracting only important frames from videos
and using them for processing, we were able to drasti-
cally reduce the number of frames to be processed while
achieving certain levels of accuracy. Furthermore, we
also applied the methods used for text summarization to
examine their performance.

1 Introduction

The TRECVID VTT task requires to generate a single
sentence that describes the content from a video. Gener-
ating caption from videos is a very challenging task, but
with the advent of deep learning, it is also a task that
is gaining more and more attention because more com-
plex sentences can be generated. Recently, several deep
learning models, including the Encoder-Decoder model,
have been proposed for the task of generating sentences
that describe the content of a video[2][3]. However, these
methods require a lot of computational resources to con-
struct the system and also take a long time to gener-
ate sentences because they use the whole video frame.
Our system aims to generate caption with high precision
and at the same time significantly reduces the number
of frames used for the processing. The architecture of
our proposed system consists of three steps: keyframe
extraction, caption generation, and caption aggregation.

2 Approach

Our approach focuses on reducing processing time by
using only the keyframes. Figure 1 shows a Video To
Text framework using keyframes.
Shibata proposed the Average Hash method for

keyframe extraction, the NIC (Neural Image Captioning)
model for caption generation, and the LSTM (Long Short
Term Memory) method for the aggregation of caption[4].
Although this method achieves a certain level of accuracy
while reducing the number of processing frames, it has
some problems, such as the low accuracy of keyframe
detection and the use of a simple LSTM, which causes
the sentences obtained by the NIC model to break down
grammatically in the caption aggregation step. In this
study, we attempt to solve these problems by employing
a more accurate keyframe extraction method and an ag-
gregation method that maintains a correct grammar. At
the keyframe extraction step, a technique used for video
summarization is employed to extract the keyframes from
the video. Next, in the caption generation step, an ex-
planation sentence is generated by using a model com-
bining CNN (Convolutional Neural Network) and LSTM
for each of the extracted keyframes. And finally, in the
caption aggregation step, a single sentence is output from
multiple captions by applying a technique that is used in
a text summarization task.

2.1 Keyframe Extraction

To generate sentences with high accuracy while reducing
the number of processing frames, it is necessary to select
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Figure 1: Video To Text framework using keyframes

1



Figure 2: NIC model outline[8]

important frames in the video. In our method, keyframes
are defined as the frames that characterize the video,
and only the keyframes are used to generate captions
to reduce the computational cost. KTS (Kernel Tem-
poral Segmentation)[5] is used to extract the keyframes.
KTS is one of the video segmentation methods, in which
the frames whose image feature values change signifi-
cantly are used as scene boundaries. In the proposed
system, the first and last frames of the video are used as
keyframes in addition to the three frames with the largest
change in features. The image features were extracted
by using a GoogLeNet[6]. The ImageNet[7] dataset was
used for the pre-training of GoogLeNet.

2.2 Caption Generation

We use the NIC model[8] to generate explanatory text
from the extracted keyframes. Figure 2 shows th NIC
model outline. NIC model is a deep learning model,
which consists of an encoder and a decoder. The encoder
uses a CNN to extract feature vectors from the input im-
ages and feeds them to the decoder. Afterward, the De-
coder generates the feature vectors one-by-one using the
LSTM and combines them into a sentence. MS COCO[9]
dataset was used for pretraining the NIC model.

2.3 Caption Aggregation

Since a requirement of the VTT is to output a single
sentence, it is necessary to aggregate the sentence out-
put for each keyframe from the NIC model. We ex-
plored whether the technique of document summariza-
tion could be applied to sentence aggregation. The meth-
ods used in the document summarization task can be
classified into two main types: extractive and abstrac-
tive. In the proposed method, we adopt the extractive
summarization method, which is considered to be rela-
tively computationally inexpensive. We compared the
performance of two extractive methods, BERTSUM[10]
and LexRank[11].
BERTSUM is a sentence summarization model using

BERT[12], which is a general-purpose language model,
as a pre-training model. Figure 3 shows an overview of
BERTSUM. While normal BERT places a [CLS] token
only at the beginning of the input, BERTSUM places

Figure 3: BERTSUM overview[10]

a [CLS] token at the beginning of each sentence in the
input and uses the [CLS] token to delimit the sentence.
In the BERTSUM model, the output vector of the top
layer of the encoder for each [CLS] token is input to the
sigmoid classifier to determine whether each sentence is
a summary sentence.
LexRank is an extractive summarization method in-

spired by PageRank[13], which is used in Google’s search
engine. LexRank generates a ranking by constructing an
undirected graph based on the similarity between sen-
tences in the input document and calculating the impor-
tance of each sentence. Based on that ranking, a sum-
mary statement will be determined.

3 Experimental Results

3.1 Validation

To confirm that the proposed method works without any
problems, we validated it using a portion of the VTT2019
dataset (300 videos). Table 1 shows the results of the
validation scores using VTT2019 data. Table 1 lists the
METEOR scores when using BERTSUM and LexRank
as the aggregation method.

Table 1: Validation scores (VTT2019 data)
Aggregation Method METEOR
BERTSUM 0.235
LexRank 0.218

Table 2 shows a comparison of the average number
of frames per video when all the frames are used in the
processing and our proposed method in validation.

Table 2: Average frames per video (VTT2019 data)
use whole frame our run

Number of frames 267 5

As a result of the verification, the system worked fine.
From Table 1, there was no significant difference in scores
between BERTSUM and LexRank. Table 2 also indicates
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that a certain amount of METEOR scores could be ob-
tained even when the frames used for processing were
greatly reduced.

3.2 Evaluation at VTT2020

We tested our models using VTT2020 dataset and cal-
culated scores. Table 3 shows the METEOR, BLEU and
CIDEr scores for each run of our model.

Table 3: Test scores (VTT2020 data)
Run METEOR BLEU CIDEr
run1.bsum.primary 0.195 0.009 0.137
run2.lex065 0.210 0.008 0.137

Table 4 shows the results of comparing the scores of
the proposed method with those of the other participat-
ing teams in VTT2020. Our team name is KsLab NUT.
It shows the results for the primary run among the re-
sults submitted by each team. Our team submitted the
method with BERTSUM as the primary run.

Table 4: Scores by VTT2020 participating teams
Team name METEOR BLEU CIDEr
RUC AIM3 0.310 0.056 0.538
PicSOM 0.262 0.053 0.319
MMCUniAugsburg 0.202 0.011 0.140
KsLab NUT 0.195 0.009 0.137
IMFD IMPRESEE 0.194 0.007 0.087
KU ISPL 0.191 0.018 0.074

Table 5 shows a comparison of the average number
of frames per video when all the frames are used in the
processing and our submitted run in VTT2020 data.

Table 5: Average frames per video (VTT2020 data)
use whole frame our run

Number of frames 147 5

4 Discussion

Although the proposed method was able to reduce the
number of processing frames, the score was slightly lower
than that of the other teams. Also, there was no signif-
icant difference in the scores between BERTSUM and
LexRank in VTT2020 datasets. A possible reason for
the low scores is that the sentences generated by the NIC
model are extracted unaltered, which may result in the
omission of important words. BERTSUM and LexRank
are both extractive summarization methods, which ex-
tract one sentence from the original text without altering
it. Since the text output by the NIC model is used as it
is, grammatical errors are prevented, but the information

contained in the text other than the extracted text is lost.
Therefore, if the sentences that the extraction method
deems unimportant contain expressions that character-
ize the video, the loss of this information could result in
lower scores on METEOR and BLEU. In addition, since
our method only uses feature change as an indicator to
discriminate key frames, we may not get good scores for
videos with little change or extremely short videos.
In the future, we plan to revisit the methods used in

the caption aggregation step. One suggestion is to apply
the abstract summarization method. Abstractive sum-
marization is a method to generate new sentences by
using the elements included in the target instead of ex-
tracting one sentence from the target. By applying this
method, we can expect to generate new sentences using
the words in each caption generated by the NIC model
to avoid missing the information that characterizes the
video.

5 Conclusion

By using only the keyframes of the video for process-
ing, we were able to significantly reduce the number of
processing frames while maintaining a certain degree of
accuracy. For further improvements in accuracy, possi-
ble approaches include revising KTS parameters to allow
for more flexibility in scene change detection, using ab-
stract methods (e.g., Document generation using LSTM)
to aggregate captions into a single caption rather than
extracting a single sentence,and modifying the dataset
used to train the NIC model. In addition, it is necessary
to examine and improve what factors are contributing to
the decrease in scores in the three steps to generation.
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